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In the present study, we examined how gaze guidance is affected by immediately available information
in the periphery and investigated how search strategies differed across manipulations in the availability
of scene context and object content information. Across 3 experiments, participants performed a visual
search task in scenes while using a gaze-contingent moving-window paradigm. Extrafoveal information
was manipulated across conditions to examine the contributions of object content, scene context, or some
combination of the two. Experiment 1 demonstrated a possible interaction between scene context and
object content information in improving guidance. Experiments 2 and 3 supported the notion that object
content is selected for further scrutiny based on its position within scene context. These results suggest
a prioritization of object information based on scene context, such that contextual information acts as a
framework in the selection of relevant regions, and object information can then affect which specific
locations in those regions are selected for further examination.
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Every person performs hundreds of searches every day; whether
to find keys or a coffee mug, our visual and cognitive processes
function with relative ease to guide us to the objects that we seek.
Monitoring eye movements has allowed researchers to obtain
unobtrusive insight into real-time visual and cognitive processing,
thus allowing for the examination of information that is used to
direct our gaze.

When describing eye movements, a distinction is drawn be-
tween two temporal phases of viewing—during saccades we ori-
ent our eyes toward regions of interest for further scrutiny, and
during fixations our eyes remain relatively stable to allow for the
processing of visual information at that location (Carpenter, 1988;
Matin, 1974). As a function of the eye’s optics, the gradient in
retinal cone density, and the cortical sampling density of foveal
photoreceptors, acuity is highest at the central point of fixation and
drops off exponentially as eccentricity increases (Anstis, 1974;
Strasburger, Rentschler, & Jüttner, 2011; Wilson, Levi, Maffei,
Rovamo, & De Valois, 1990).

Although fine-detailed discrimination requires foveal process-
ing (central �2°), extrafoveal processing is used to process con-

textual information and to guide saccades to the next fixation
point. The importance of peripheral information in processing
contextual information has been demonstrated across a number of
studies (Boucart, Moroni, Szaffarczyk, & Tran, 2013; Boucart,
Moroni, Thibaut, Szaffarczyk, & Greene, 2013; Larson &
Loschky, 2009). Further, many studies have emphasized the im-
portant role peripheral information plays in directing eye move-
ments in scenes (Ehinger, Hidalgo-Sotelo, Torralba, & Oliva,
2009; Mannan, Ruddock, & Wooding, 1995; Neider & Zelinsky,
2006; Spotorno, Malcolm, & Tatler, 2014; Torralba, Oliva, Castel-
hano, & Henderson, 2006; Zelinsky & Schmidt, 2009). Thus, as an
image is being viewed, fixations are not only directed by ongoing
visual and cognitive processing of information at the point of
fixation, but are also affected by available information in the
periphery (Henderson & Hollingworth, 1999; Rayner, 2009). Re-
cent research exploring peripheral contributions to guidance dur-
ing search has demonstrated that when looking for a target within
real-world scenes, eye movements are guided by two main infor-
mation sources: object content and scene context (Castelhano &
Henderson, 2007; Ehinger et al., 2009; Neider & Zelinsky, 2006;
Spotorno et al., 2014; Torralba et al., 2006; van Diepen, Wampers,
& d’Ydewalle, 1995; Võ & Schneider, 2010; Zelinsky & Schmidt,
2009).

When examining the influence of object information, early
studies investigating gaze guidance during search have found that
fixations tend to be directed toward objects that share similar target
features (Findlay, 1997; Scialfa & Joffe, 1998; Williams & Rein-
gold, 2001). These results have also been demonstrated in nonhu-
man primates, showing that peripheral target features result in
higher activation in single cell recordings than nontarget features
in dimensions of luminance and color (Motter, 1994; Reynolds,
Pasternak, & Desimone, 2000). Furthermore, studies that manip-
ulate the availability of peripheral information have found that
when target features are available in the periphery, saccades are
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selectively made toward them (Eckstein, Beutter, & Stone, 2001;
Pomplun, Reingold, & Shen, 2001). Consequently, recent research
has also shown that visual information in the periphery can be
strategically processed based on features, in order to guide eye
movements toward likely targets (Zelinsky, 2008). However, while
eye movements are directed toward target features, researchers
have also found objects in general (rather than target features
specifically) are selected for more detailed discrimination
(Foulsham & Kingstone, 2013; Mannan et al., 1995; Nuthmann &
Henderson, 2010). These findings suggest that observers may be
parsing scenes into objects and using them as units to select for
further scrutiny (i.e., fixating and processing). In the current study,
we were interested in exploring the latter: the contribution of
general, peripheral object information to the guidance of eye
movements in scenes.

With scene images, studies examining extrafoveal information
processing have focused on both object content and scene context.
Early on, Buswell (1935) suggested that eye movements in scenes
are related to the informativeness of selected regions, with viewers
tending to fixate on people and objects rather than backgrounds.
Mackworth and Morandi (1967) quantified this observation and
found a correlation between where fixations occur on images and
estimates of the relative importance of these specific regions by a
separate group of individuals. Subsequent studies have provided
support for this finding and suggested that peripheral object infor-
mation in scenes does capture attention and guide fixation place-
ment (De Graef, Christiaens, & d’Ydewalle, 1990; Friedman,
1979; Gordon, 2004; Henderson, Weeks, & Hollingworth, 1999;
Loftus & Mackworth, 1978). However, most of the above-
mentioned studies used line drawings as stimuli, which invariably
simplifies how objects are parsed from their background and limits
the generalizability to more complex images.

When using more complex, full-color, real-world scenes, find-
ings typically reflect the greater intricacy of image characteristics,
such as semantic richness and depth, which may alter search
parameters and guidance (Foulsham & Underwood, 2008; Hen-
derson, Brockmole, Castelhano, & Mack, 2007; Henderson &
Ferreira, 2004; Land & Hayhoe, 2001). For instance, semantic
knowledge can lead to expectations of where an object is likely to
appear within a scene and can be used to limit fixation placement
to relevant contextual areas of the scene (Castelhano & Henderson,
2007; Eckstein, Drescher, & Shimozaki, 2006; Neider & Zelinsky,
2006; Torralba et al., 2006; Zelinsky & Schmidt, 2009). Thus, the
discussion of gaze guidance in complex real-world scenes is typ-
ically driven by the effects of scene context, and less so by object
content and features (Ehinger et al., 2009; Wolfe, Võ, Evans, &
Greene, 2011). However, it is clear that both contribute to gaze
guidance to some extent.

As noted, there is ample evidence that attentional guidance is
affected by both scene context and object content information, but
it is unclear to what degree each of these factors contribute to
guidance and how they potentially interact. In the past, studies
have examined these respective contributions by applying Fourier
filtering of spatial frequency on images, such that only high
(high-pass filtering) or low (low-pass filtering) spatial frequency
information is available. Selective removal of high spatial frequen-
cies generates images that preserve coarse global information, such
as large changes in luminance. When low spatial frequencies are
removed, the image preserves fine details such as contours and

edges, but not contrasts across broader regions. In scene percep-
tion, high and low spatial frequencies are roughly associated with
object content and scene context, respectively (Schyns & Oliva,
1994; Wampers & van Diepen, 1999).

The use of these transformed images has led to some interesting
insights about scene processing. Generally, early researchers con-
jectured that only coarse peripheral information was used to guide
eye movements because more peripheral parts of the retina are
unable to resolve finer detail. However, Wampers and van Diepen
(1999) examined the effect of low- and high-pass filtering of
peripheral information on the guidance of gaze during a search
task, and found a clear benefit of having high spatial frequency
information in the periphery. They argued that even though high
spatial frequency information in periphery could not be identified,
it could be detected and could serve as a cue for object locations,
thus guiding subsequent fixation placement. Similar patterns of
results have been found in more recent studies using filtering and
other techniques to degrade images, though the benefit of high
versus low spatial frequencies in the periphery on eye movement
guidance seems to vary across tasks (Foulsham, Teszka, & King-
stone, 2011; Laubrock, Cajar, & Engbert, 2013; Loschky & Mc-
Conkie, 2002; Loschky, McConkie, Yang, & Miller, 2005; Mc-
Conkie, Wolverton, & Loschky, 2001; Nuthmann, 2014).
Although it is clear that the differing spatial frequency content in
a filtered image does influence fixation placement, it is not clear
how higher-level information maps on to these modifications.

Despite the association between higher spatial frequencies and
objects and between lower spatial frequencies and scene context,
there is an important caveat to note. When a Fourier filter is
applied, both object and context availability is manipulated simul-
taneously, and there is no reason to believe that some object
information may not still be available in lower spatial frequencies,
and vice versa for context information in higher spatial frequencies
(Oliva & Schyns, 1997; Oliva & Torralba, 2007; Schyns & Oliva,
1994). Thus, it remains unclear whether the peripheral availability
of scene context and object content has differing effects on eye
movement placement. To our knowledge, no one has examined the
effects of scene context and object content availability indepen-
dently in high-quality images.

Thus, in the present study, we sought to examine how eye
movements were affected by immediately available information in
the periphery, and how search strategies were differentially af-
fected by the availability of scene context and object content
information. Across three experiments, participants performed a
visual search task in naturalistic scenes while using a gaze-
contingent moving-window paradigm (Henderson, McClure,
Pierce, & Schrock, 1997; van Diepen, 1997). Unlike previous
studies, we directly manipulated the availability of extrafoveal
information across conditions to examine the contributions of
object content, scene context, or some combination of the two.
These effects were examined by analyzing both general eye move-
ment patterns as well as specific eye movement measures that
reflected attentional guidance and target verification processes.
Eye movements have been similarly segmented in past studies in
order to establish a separation between the time taken to find the
target and the time required to identify the target once it was
fixated (Castelhano & Heaven, 2010; Castelhano, Pollatsek, &
Cave, 2008; Malcolm & Henderson, 2009). Although research has
shown that both object information and scene context affect gaze
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guidance, it is not clear to what degree they affect the decision-
making process needed to correctly identify the target, particularly
when this information is manipulated extrafoveally.

Experiment 1 examined the individual role of object content and
scene context in improving search strategies by presenting this
information separately. If object information is prioritized for
subsequent fixation placement, we would expect search guidance
to be just as efficient with the full scene as when object content
alone was available extrafoveally; however, if it is scene context
that is prioritized, search will be just as efficient as the full scene
when only contextual information is available extrafoveally. Ex-
periments 2 and 3 further scrutinized the role of object content
above and beyond scene context in guiding fixation placement by
presenting scene context and object content information that either
overlapped with the target region or did not. In doing so, if
guidance was affected by object content information only when
scene context was present, we would find slower and less effective
searches when object content did not overlap with target regions
(Experiments 2 and 3), and searches that were just as efficient as
the full scene when object content did overlap (Experiment 3).

Experiment 1

In Experiment 1, we explored how the availability of scene
context and object content information in the periphery affects
search performance. Participants searched for a target using a
gaze-contingent moving-window. Information presented extrafo-
veally (�2° from the center of fixation) was manipulated to
include either scene context information only (Empty Scene),
object information only (Object Array), both (Full Scene) or nei-
ther (No Scene control). If scene context provides the primary
source of information in guiding search, then we would expect the
Full and Empty Scene conditions to result in more efficient search
guidance than the Object Array and No Scene condition. However,
if object information represents the primary source of information
for search guidance, then we would expect the Object Array and
Full Scene conditions to show higher search efficiency than the
Empty Scene and No Scene control conditions.

Method

Participants. Thirty Queen’s University undergraduate stu-
dents, with normal or corrected-to-normal vision, participated for
course credit or for $10/hr.

Apparatus and stimuli. Eye movements were tracked using
an EyeLink 1000 (SR Research; Mississauga, ON) at 2000Hz. The
presentation of the stimuli was controlled by Experiment Builder
(SR Research), and the stimuli were presented on a 21-in. CRT
monitor with a refresh rate of 100 Hz. Participants sat 60 cm away
from the display monitor, with their head stabilized by a head and
chin rest. Although viewing was binocular, only the right eye was
tracked.

The stimuli consisted of 52 computer-generated indoor and
outdoor scenes created on Complete Home Design 5.0 (Data
Becker; Düsseldorf, Germany). The scenes were displayed at a
resolution of 800 � 600 pixels, with images subtending a visual
angle of 38.1° � 28.6°; targets had an average size of 3.2° � 2.8°.

The search scene was presented with a 2° radius gaze-contingent
moving-window (Henderson et al., 1997; van Diepen, Wampers,

& d’Ydewalle, 1998); the original search scene was presented
foveally, while information presented extrafoveally was manipu-
lated across four conditions. In two conditions, we manipulated the
object content. For these manipulations, objects were defined
(based on the definition proposed by Henderson & Hollingworth,
1999) as smaller-scale discrete entities that are easily moveable
within scenes (e.g., books, mugs, trashcans, paintings). This is in
contrast to background items that are large-scale and immoveable
or not-as-easily moveable structures or surfaces (e.g., cabinets,
fridges, beds, couches). Targets were then defined as one of these
objects in the scene, thus ensuring that the task-relevant object
came from the same set as the manipulated objects.

The four extrafoveal conditions were (a) Full Scene: the original
search scene excluding the target, (b) Empty Scene: the search scene
with all of the objects removed, (c) Object Array: a gray screen
displaying all of the objects within the scene, and (d) No Scene: a
black screen control containing no information. None of the ex-
trafoveal conditions contained the target object. Thus, the Empty
Scene condition provided only scene context information, while
the Object Array condition provided only object information.
Figure 1 details example extrafoveal scene conditions for Exper-
iment 1.

Procedure. Prior to the start of the experiment, participants
were instructed to search the scene for the prespecified target and

Figure 1. Example extrafoveal scene conditions for Experiment 1. The
foveal scene was shown inside the gaze-contingent moving-window, and
the extrafoveal scene was shown outside. For illustrative purposes, the
target is highlighted in blue in the original search scene (a), and the
moving-window is highlighted in red in the extrafoveal scenes: (b) Full
Scene, (c) Empty Scene, (d) Object Array, and (e) No Scene.
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to press a response button once they had found it. Participants were
instructed that they would be viewing the scene through a moving-
window and that this window was tied to their fixation. They were
then calibrated on the eye tracker using a nine-point calibration
screen to ensure high accuracy. The average spatial error was no
greater than .4°, and the maximum error never exceeded .7°.
Calibration was also checked prior to every trial using a five-point
calibration screen to confirm accurate positioning of the gaze-
contingent moving-window. For each trial, participants were first
presented with a target word in the center of the screen for 2 s,
followed by a fixation cross for 500 ms. The search scene was then
displayed with a 2° radius gaze-contingent moving-window until a
response was made or until 20 s had elapsed. The stimuli presented
outside of the moving-window (�2°) varied with the extrafoveal
condition but never included the target object. Participants were
informed that the target would only be visible within the window.
A typical trial sequence is illustrated in Figure 2. Participants
completed four practice trials that depicted each of the extrafoveal
conditions prior to the 48 experimental trials. Because we could
use eye movements to verify that target objects had indeed been
found, there were no target-absent trials. Conditions were coun-
terbalanced across participants in a within-subjects design (12
trials/extrafoveal condition), appeared in a randomized order for
each participant, and participants saw each search scene only once.
The experiment lasted approximately 30 min.

Results

Data analysis. To investigate the relative effects of scene
context and object content information availability extrafoveally,
we examined both behavioral and eye movement measures. For the
behavioral measures, we calculated accuracy and overall reaction
time (RT). Because we were interested in processes involved in
accurate search performance, all participants who performed at
less than 80% accuracy were excluded from further analysis (two
participants excluded, leaving 28 participants included in the anal-
ysis). For the eye movement analysis, targets were defined by a
rectangular region approximately 1° from its outermost edge, and
we examined three types of eye movement measures: (a) general,

(b) visual search, and (c) target verification. For the general eye
movement measures, we examined fixation duration and saccade
length across the entire viewing period. For the visual search eye
movement measures, we examined patterns that reflected atten-
tional guidance in visual search, which was defined as the time
from the onset of the search scene to the beginning of the first
fixation on the target. For the target verification measures, we
examined eye movements that reflected the time required to iden-
tify the target, which was defined as the time from the beginning
of the first fixation on the target to the response. For all eye
movement measures, fixation durations less than 90 ms were
removed from the analyses to eliminate artifacts from the eye
tracker, and durations greater than 1,200 ms were excluded as
outliers. Based on these criteria, 1,242 (3.6%) from a total of
34,869 fixations were dropped.

For each measure, we conducted six planned comparisons. To
examine whether scene context provided a primary source of
peripheral guidance during search, the Full Scene and Empty
Scene were compared with the Object Array and No Scene. To
examine whether extrafoveal object information aided in search,
the Object Array condition was compared with the No Scene.
Finally, to examine whether extrafoveal object information inter-
acted with scene context and produced greater efficiency in search,
the Full Scene was compared with the Empty Scene. To avoid
possible Type I errors due to multiple planned comparisons, a
Bonferroni correction was used (�FW � .05; � � .008). Table 1
and Figure 3 summarize the behavioral and eye movement mea-
sures across the four extrafoveal scene conditions.

Behavioral Measures

Accuracy. A trial was scored as accurate if the participant
fixated on the target and pressed the button within three fixations
of the target fixation; means are presented in Table 1. The overall
accuracy rate was 90% and analysis showed that the No Scene
condition had a significantly lower accuracy than the Full Scene,
t(27) � 4.72, p � .001, d � 1.27, and Object Array conditions,
t(27) � 4.17, p � .001, d � 1.16; however, there were no
differences between the Object Array and the Empty Scene con-

variable 

2000 ms

20000 ms or 
un�l response 

TIME 

500 ms

Figure 2. The trial sequence for all experiments (No Scene condition is depicted here). Participants would
begin by fixating on the center point of the calibration screen. A word describing the target would be presented
for 2 s, followed by a fixation cross for 500 ms. The search scene would then be shown with a 2° radius circular
gaze-contingent moving-window, centered at fixation, for a maximum of 20 s or until the participant had made
a response.
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ditions, t(27) � 1.66, p � .11, d � 0.46. Although participants
performed better in certain extrafoveal conditions, the accuracy
across all conditions remained high. For the remaining analyses,
only correct trials were analyzed.

Reaction time. RT was defined as the elapsed time from onset
of the search scene until the response button was pressed; means
are presented in Figure 3a. On average, participants took approx-
imately 6s to respond. We found the Full Scene condition was

Table 1
Mean Accuracy and Target Verification Measures as a Function of Extrafoveal Scene Condition in Experiment 1

Full Scene Empty Scene Object Array No Scene

M SD M SD M SD M SD

Behavioral measures
Accuracy (%) 93.4 5.7 89.2 9.6 93.2 7.2 82.1 11.3

Target verification measures
First fixation duration (ms) 244 36 238 32 238 30 245 36
First gaze duration (ms) 819 192 771 162 735 171 824 190
Total time on target (ms) 972 285 954 182 998 233 993 247
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Figure 3. Mean � 1 SE for (a) reaction time (ms), (b) average fixation duration (ms), (c) average saccade
length (°), (d) target latency (ms), and (e) number of fixation to target as a function of extrafoveal scene condition
in Experiment 1.
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significantly faster than the Object Array, t(27) � 	5.15, p �
.001, d � 1.60, Empty Scene, t(27) � 	3.78, p � .001, d � 1.02,
and No Scene conditions, t(27) � 	6.76, p � .001, d � 1.69, and
the Empty Scene condition was significantly faster than the Object
Array, t(27) � 2.99, p � .006, d � 0.67, and No Scene conditions,
t(27) � 	3.48, p � .002, d � 0.94. In addition, there was no
significant difference between the No Scene and Object Array
conditions, t(27) � 	1.54, p � .14, d � 0.38. Thus, when scene
context was available (Full and Empty Scene conditions), partic-
ipants found the target object more efficiently than when only
object information was presented (Object Array). Furthermore,
there was no benefit in knowing the placement of objects in the
periphery when compared to having no information available in
the periphery.

Eye Movement Measures: General

Average fixation duration. Average fixation duration was
defined as the average duration of all fixations within a trial. The
distribution of fixation durations for each extrafoveal condition is
displayed in Figure 4a and means are presented in Figure 3b. The
pattern from the distribution graph suggests that fixation duration
is incrementally longer with more information available in the
periphery. We found that the Object Array condition had signifi-
cantly shorter average fixation durations than the Full Scene,
t(27) � 3.09, p � .005, d � 0.51, and Empty Scene conditions,
t(27) � 	5.99, p � .001, d � 0.54. Further, there were no
significant differences between the Full and Empty Scene condi-
tions, t(27) � 0.41, p � .69, d � 0.06, nor between the Object
Array and No Scene conditions, t(27) � 	1.31, p � .20, d � 0.18.
Hence, interestingly, the availability of scene context information
(Full and Empty Scene conditions) resulted in longer processing of
visual information than when only object content was available
(Object Array).

Average saccade length. Average saccade length was defined
as the average distance in degrees of visual angle between two
consecutive fixations. The distribution of saccade lengths for each
extrafoveal condition is displayed in Figure 4b and means are
presented in Figure 3c. When comparing the average saccade
lengths across conditions, we found a pattern of effects wherein

greater amounts of visual information available in the periphery
resulted in longer average saccade lengths (Loschky & McConkie,
2002; Nuthmann, 2014; Shioiri & Ikeda, 1989): the Full Scene
condition was significantly longer than all of the other conditions
(Empty Scene, t(27) � 13.67, p � .001, d � 1.77, Object Array,
t(27) � 7.51, p � .001, d � 1.12, and No Scene conditions,
t(27) � 13.77, p � .001, d � 2.97), followed by the Object Array
condition, which was significantly longer than the remaining con-
ditions (Empty Scene, t(27) � 6.26, p � .001, d � .78, and No
Scene conditions, t(27) � 10.71, p � .001, d � 1.98), and finally
the Empty Scene condition, which had longer saccades than the No
Scene condition, t(27) � 5.90, p � .001, d � 1.03.

Eye Movement Measures: Visual Search

Target latency. Target latency was defined as the elapsed
time from the onset of the search scene until the first fixation on
the target (excluding this first fixation); means are presented in
Figure 3d. This measure reveals how effectively participants
searched through the scene before locating the target object. We
found that the Full Scene condition had significantly shorter la-
tencies than the Empty Scene, t(27) � 	3.35, p � .002, d � 0.90,
Object Array, t(27) � 	4.73, p � .001, d � 1.47, and the No
Scene conditions, t(27) � 	6.25, p � .001, d � 1.63; however, the
Object Array condition did not significantly differ from the Empty
Scene, t(27) � 2.74, p � .01, d � 0.60, and No Scene conditions,
t(27) � 	2.08, p � .05, d � 0.60. Although there was no
difference in the time to the first fixation on target when either
scene context alone (Empty Scene) or object content alone (Object
Array) was available, the presence of both (Full Scene) led par-
ticipants to the target faster than when only scene context or only
object information was available. In addition, knowing the place-
ment of objects in the periphery (in the Object Array) did not result
in shorter latencies than having no information at all.

Number of fixations to target. Number of fixations to target
was defined as the number of individual fixations made until the
first fixation on the target (excluding the first fixation); means are
presented in Figure 3e. Although related to target latency, this
measure reveals whether participants were effectively selecting
likely target locations for fixations. We found the Full Scene
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scene condition in Experiment 1.
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condition had significantly fewer fixations than the Object Array,
t(27) � 	4.59, p � .001, d � 1.28, and the No Scene conditions,
t(27) � 	6.59, p � .001, d � 1.83; however, there was no
significant difference between the Full Scene and Empty Scene
conditions, t(27) � 	2.44, p � .02, d � 0.69. We found in the No
Scene control condition, participants made significantly more fix-
ations than either the Empty Scene, t(27) � 	4.44, p � .001, d �
1.26, and Object Array conditions, t(27) � 	3.24, p � .003, d �
0.89. As well, there were no differences found between the Empty
Scene and Object Array conditions, t(27) � 2.44, p � .02, d �
0.54. Thus, fixation selection was highly efficient when scene
context was available in the periphery (Full and Empty Scene),
regardless of whether object content was available. Further, object
content (Object Array) led to significantly fewer fixations to the
target than no scene information, suggesting that although not as
effective as scene context, the availability of object content had
some effect on fixation placement during search.

Eye Movement Measures: Target Verification

First fixation duration. First fixation duration was defined
as the duration of the initial fixation on the target, and is typically
used as a measure of early processing; means are presented in
Table 1. There were no significant differences found between any
of the extrafoveal conditions, ps � .34, ds � 0.20. Although
peripheral information had an effect on guidance to the target, once
the target was fixated, the type of extrafoveal information did not
influence the fixation time on the target.

First gaze duration. First gaze duration was defined as the
sum of all fixations on the target from first entry to first exit;
means are presented in Table 1. Although related to first fixation
duration, this measure provides us with information on later stages
of processing. As with the first fixation duration, there were no
significant differences detected between any of the extrafoveal
conditions, ps � .01, ds � 0.50.

Total time on target. Total time on target was defined as the
total amount of time spent fixating on the target before the re-
sponse button was pressed, and is a measure of the total time spent
processing the target; means are presented in Table 1. As with the
previous verification measure, there were no significant differ-
ences found between any of the extrafoveal conditions, ps � .11,
ds � 0.21.

Discussion

In general, eye movements did differ in their characteristics
depending on the availability of peripheral information. Average
fixation duration was higher when scene context was available
compared to only object information, suggesting that more infor-
mation was being processed on each fixation when context was
present. Furthermore, we found that average saccade length was
longer when there was more information available in the periph-
ery. This is consistent with previous research showing that greater
visual information has an effect on saccadic length (Loschky &
McConkie, 2002; Nuthmann, 2014; Saida & Ikeda, 1979; Shioiri
& Ikeda, 1989). In previous gaze-contingent moving-window stud-
ies, the amount of visual information was diminished by either
low-pass filtering (Loschky & McConkie, 2002; Nuthmann, 2014)
or adding random pixel noise (Shioiri & Ikeda, 1989). Across

studies, researchers found that diminished visual information led to
shorter saccade lengths as more saccades were made within the
high resolution window. In the current study, we manipulated
high-level properties of the scene and find a similar pattern of
results: as the amount of visual information available increases, so
do average saccade lengths. Thus, even across differing methods
of varying visual information using a moving-window, there is a
correspondence across results.

With the visual search eye movement measures, we demon-
strated that the availability of scene context information in the
periphery resulted in more effective selection of target locations.
This can be seen in comparing the Full Scene and Empty Scene
conditions to the No Scene control condition, where target latency
was faster and the number of fixations to the target was smaller
when scene context was available. This finding is consistent with
previous studies showing the benefits of scene context information
during visual search (Castelhano & Henderson, 2007; Neider &
Zelinsky, 2006; Torralba et al., 2006; Võ & Schneider, 2010). We
also found that object content itself had some effect on gaze
guidance in scenes, as there were fewer fixations during search
when some object information was available as compared to no
information. In addition, although object information did not result
in shorter overall search times (RT) nor in shorter latency to the
target, the effect sizes were still medium to large (according to
Cohen, 1998; ds for RT and target latency were 0.38 and 0.60,
respectively). This suggests that there may have been some effect
of object content, but that these effects were not as strong as those
found in the other extrafoveal conditions.

We did not, however, find any significant differences in the
target verification measures. Although there is some evidence in
previous studies that extrafoveal visual information may have an
influence on the verification of a target object, it was not a
complete surprise that there were no differences in the current
study. Previous studies have shown that objects in unexpected
places take longer to identify than those in expected ones (Castel-
hano & Heaven, 2011; Malcolm & Henderson, 2010). In the
present study, unlike past studies, there were no semantic or
location manipulations in target placement, and once the target was
fixated, participants would have access to full scene context infor-
mation through the moving-window.

In summary, the pattern of results from Experiment 1 suggests
that scene context may play an especially important role during the
initial stages of visual search in guiding eye movements, but the
contribution of object information is not entirely negligible. Over-
all, the results also provide support for a possible interaction
between scene context and object content information in improv-
ing guidance, as shown by the differences between the Full and
Empty Scenes—the additional object information in the former
resulted in numerically faster target latencies as compared to when
no object information was available. This pattern suggests that
scene context information alone does not automatically lead to
more efficient searches and that object information may provide a
way of prioritizing fixation placement within specific regions of
the scene context. If both scene context and object information
interact to guide attention more effectively, we should be able to
manipulate how fast the target is found depending on where
objects are placed within the scene. In Experiment 2, we sought to
determine how scene context and object information interact by
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manipulating the placement of object content relative to target-
relevant areas.

Experiment 2

In Experiment 2, we examined whether search strategies would
be equally affected when the placement of object content was
manipulated in the periphery. We introduced a Sparse-Cluster
Scene extrafoveal condition that contained a subset of object
clusters from the original scene (see Figure 5). The Sparse-Cluster
Scene condition provided a limited set of object content informa-
tion (compared to the Full Scene) that did not overlap with the
region in which the target object appeared. If the placement of
object content has an influence on attentional guidance during
search, we would expect that the Sparse-Cluster Scene condition
would slow search efficiency in comparison to the Empty Scene
and Full Scene conditions, as eye movements would be directed
toward irrelevant object clusters, thus impeding search perfor-
mance.

Method

Participants. Thirty Queen’s University undergraduates, with
normal or corrected-to-normal vision, participated for course credit

or for $10/hr. None of the participants had taken part in Experi-
ment 1.

Apparatus and stimuli. The apparatus was identical to Ex-
periment 1. The stimuli were identical to Experiment 1, except for
one extrafoveal condition. The Object Array condition in Experi-
ment 1 was replaced by a Sparse-Cluster Scene condition in which
the search scene was presented with a subset of object clusters that
did not overlap with the target object region. Figure 5 displays the
four extrafoveal scene conditions used in Experiment 2.

Procedure. The procedure was identical to Experiment 1.

Results

Data analysis. As with Experiment 1, we examined behav-
ioral and eye movement measures across extrafoveal scene condi-
tions. Fixation durations less than 90 ms and greater than 1,200 ms
were excluded as outliers; out of 31,567 fixations, 1,085 were
dropped (3.4%). Six planned comparisons were conducted for each
measure, and participants whose accuracy was less than 80% were
excluded from the analysis (two participants excluded, leaving 28
participants included in the analysis). As with the previous exper-
iment, we used a Bonferroni correction to avoid possible Type I
errors (�FW � .05; � � .008). Table 2 and Figure 6 summarize
the behavioral and eye movement measures across the four extra-
foveal scene conditions.

Behavioral Measures

Accuracy. Overall, the average accuracy rate was 90%. We
found that the No Scene condition had significantly lower accu-
racy than the Full Scene, t(27) � 5.26, p � .001, d � 1.43,
Sparse-Cluster Scene, t(27) � 4.15, p � .001, d � 1.10, and
Empty Scene conditions, t(27) � 5.41, p � .001, d � 1.36.
Although participants performed worse when no information was
presented in the periphery, the accuracy for all of the conditions
remained high. As with Experiment 1, only correct trials were
included in the RT and eye movement measures. Table 2 summa-
rizes the results across the four extrafoveal scene conditions.

Reaction time. On average, participants took approximately 6
s to respond and means are presented in Figure 6a. We found that
participants were significantly faster in the Full Scene condition
than the Sparse-Cluster Scene, t(27) � 	3.76, p � .001, d � 1.00,
Empty Scene, t(27) � 	2.95, p � .007, d � 0.87, and No Scene
conditions, t(27) � 	7.70, p � .001, d � 1.92. There were no
significant differences found between the Sparse-Cluster Scene
and Empty Scene conditions, t(27) � 	0.29, p � .78, d � 0.07;
however, both these extrafoveal conditions resulted in faster
searches as compared to the No Scene condition, (Sparse-Cluster
vs. No Scene, t(27) � 	4.65, p � .001, d � 1.24, Empty vs. No
Scene, t(27) � 	4.26, p � .001, d � 1.05).

Eye Movement Measures: General

Average fixation duration. The distribution of fixation dura-
tions for each extrafoveal condition is displayed in Figure 7a and
means are presented in Figure 6b. Unlike in Experiment 1, we
found no significant differences for the average fixation duration
between any of the extrafoveal conditions, ps � .03, ds � 0.26.

Average saccade length. The distribution of saccade lengths
for each extrafoveal condition is displayed in Figure 7b and means

Figure 5. Example extrafoveal scene conditions for Experiment 2. The
foveal scene was shown inside the gaze-contingent moving-window, and
the extrafoveal scene was shown outside. For illustrative purposes, the
target is highlighted in blue in the original search scene (a), and the
moving-window is highlighted in red in the extrafoveal scenes: (b) Full
Scene, (c) Sparse-Cluster Scene, (d) Empty Scene, and (e) No Scene.
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are presented in Figure 6c. The pattern of average saccade length
across conditions was identical to those found in Experiment 1. We
found that the amount of information available in the periphery
influenced average saccade lengths across conditions. The Full

Scene condition was significantly longer than all of the other
conditions: Sparse-Cluster Scene, t(27) � 7.00, p � .001, d �
1.13, Empty Scene, t(27) � 11.96, p � .001, d � 1.82, and No
Scene conditions, t(27) � 20.96, p � .001, d � 4.20, followed by

Table 2
Mean Accuracy and Target Verification Measures as a Function of Extrafoveal Scene Condition in Experiment 2

Full Scene Sparse-Cluster Scene Empty Scene No Scene

M SD M SD M SD M SD

Behavioral measures
Accuracy (%) 94.3 7.5 91.1 7.1 93.8 7.7 81.0 10.8

Target verification measures
First fixation duration (ms) 230 29 225 27 242 36 231 26
First gaze duration (ms) 709 136 687 158 697 153 742 174
Total time on target (ms) 779 173 805 212 821 178 848 176
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the Sparse-Cluster Scene, which was significantly longer than the
remaining conditions: Empty Scene, t(27) � 8.30, p � .001, d �
0.62, and No Scene conditions, t(27) � 13.18, p � .001, d � 2.37,
and finally, the Empty Scene had longer saccades than the No
Scene condition, t(27) � 9.52, p � .001, d � 1.63.

Eye Movement Measures: Visual Search

Target latency. Again, target latency was defined as the
elapsed time from the search scene onset to the first fixation on the
target (excluding this first fixation); means are presented in Figure
6d. We found that the Sparse-Cluster Scene had significantly
longer latencies than the Full Scene condition, t(27) � 	3.85, p �
.001, d � 0.97, but there was no significant difference found
between the Sparse-Cluster Scene and Empty Scene conditions,
t(27) � 	0.13, p � .90, d � 0.03. Additionally, there was no
difference between the Empty and Full Scene conditions,
t(27) � 	2.70, p � .01, d � 0.86. We also found that the No
Scene condition had significantly longer latencies than all the other
conditions: Full Scene, t(27) � 	7.48, p � .001, d � 2.09,
Sparse-Cluster Scene, t(27) � 	4.78, p � .001, d � 1.15, and
Empty Scene conditions, t(27) � 	4.47, p � .001, d � 0.96.
Therefore, having object information in the Sparse-Cluster Scene
condition resulted in slower latency to the target than the Full
Scene condition. Thus, there is some indication that being guided
by peripheral object information that does not overlap with the
target resulted in poorer search performance.

Number of fixations to target. Means are presented in Figure
6e. We found that the Sparse-Cluster Scene had a significantly
greater number of fixations than the Full Scene condition,
t(27) � 	3.55, p � .001, d � 0.94, but there was no significant
difference between the Sparse-Cluster Scene and Empty Scene
conditions, t(27) � 	0.46, p � .65, d � 0.12. Additionally, we
found that the Empty Scene resulted in greater number of fixations
than the Full Scene conditions, t(27) � 	3.13, p � .004, d � 1.02.
Finally, we found that the No Scene condition required a signifi-
cantly higher number of fixations to the target than all other
conditions: Full Scene, t(27) � 	6.81, p � .001, d � 2.03,
Sparse-Cluster Scene, t(27) � 	4.11, p � .001, d � 1.11, and
Empty Scene conditions, t(27) � 	4.25, p � .001, d � 0.95.
Hence, similar to the target latency measure, being guided by

object content information in the Sparse-Cluster Scene condition
resulted in greater number of fixations and less efficient searches
than the Full Scene condition. In addition, the difference between
the Full Scene and Empty Scene conditions suggests that object
content and scene context information together led to more effec-
tive fixation placement than scene context information alone.

Eye Movement Measures: Target Verification

First fixation duration. Means are presented in Table 2. As
was found in Experiment 1, there were no significant differences
found between any of the extrafoveal conditions, ps � .02, ds �
0.52.

First gaze duration. Means are presented in Table 2. As with
the previous verification measure, there were no significant dif-
ferences detected between any of the extrafoveal conditions, ps �
.08, ds � 0.34.

Total time on target. Means are presented in Table 2. There
were no significant differences found across extrafoveal condi-
tions, ps � .05, ds � 0.40.

Discussion

Similar to Experiment 1, we found that general eye movement
parameters differed according to the availability of peripheral
information, such that when there was more information available,
average saccade lengths increased. However, there were no differ-
ences in average fixation duration across extrafoveal conditions,
suggesting that processing times were consistent regardless of the
availability of peripheral information. Also similarly to Experi-
ment 1, we did not find any target verification differences across
extrafoveal conditions, suggesting that scene context and object
content information primarily affected attentional guidance to the
target.

Experiment 2 replicated the findings of the previous experiment,
which found that participants performed better across all measures
when scene context was available than when no extrafoveal infor-
mation was available. However, we also showed that adding
information about object content that did not overlap with the
target object region (in the Sparse-Cluster condition) negatively
affected attentional guidance to the target, as found in the number
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of fixations to the target. We posit that because the Sparse-Cluster
Scenes did not contain clusters of objects that overlapped with the
target’s placement in the scene, the object information was “mis-
leading,” directing gaze away from the target’s location. These
results are consistent with an interaction between scene context
and object content: whereas scene context provides general infor-
mation about overall optimal fixation placement, object content
appears to provide specific information about where to aim fixa-
tions. In the following experiment, we test this interaction more
thoroughly by including an extrafoveal condition containing target
clusters that overlapped with the target region.

Experiment 3

In Experiment 3, we further explored the role of object content in
the periphery in guiding search by introducing a Target-Cluster Scene
extrafoveal condition that contained object clusters which included a
cluster surrounding the target object (again, the target itself was not
presented in the periphery). As such, the Target-Cluster Scenes con-
tained object content information that could potentially benefit search
performance. This was contrasted with the Full Scene and Empty
Scene conditions along with the misleading object content informa-
tion contained in the Sparse-Cluster Scene condition. If object content
information does have an influence on search guidance and it interacts
with scene context information, we expect that the object clusters in
the Target-Cluster Scenes would direct eye movements toward the
target more efficiently than in either the Sparse-Cluster and Empty
Scene conditions, and that guidance in Target-Cluster condition may
be just as effective as the Full Scene condition.

Method

Participants. Sixty1 Queen’s University undergraduates, with
normal or corrected-to-normal vision, participated for course credit or
for $10/hr. None of the participants had participated in the previous
experiments.

Apparatus and stimuli. The apparatus was identical to previ-
ous experiments. The stimuli were similar to Experiment 2 with the
exception that the No Scene condition was excluded, and we included
a Target-Cluster Scene condition, in which the extrafoveal scene had
a few clusters of objects, including a cluster overlapping with the
target region. Figure 8 displays the four extrafoveal scene conditions
used in Experiment 3.

Procedure. The procedure was identical to that of the previ-
ous experiments.

Results

Data analysis. Again, we examined behavioral and eye move-
ment measurements. As with the previous experiments, fixation du-
rations less than 90 ms and greater than 1,200 ms were excluded as
outliers (from a total of 70,523 fixations, 3,488 were dropped [4.9%]).
Participants with an accuracy score less than 80% were excluded from
the analysis (none of the participants were excluded). For each mea-
sure, six planned comparisons were conducted using a Bonferroni
correction (�FW � .05; � � .008). To examine whether beneficial
object content information influences search guidance, the Full Scene
and Target-Cluster Scene were each compared with the Sparse-
Cluster and Empty Scene conditions. To examine how beneficial

object information influenced search guidance, the Full Scene was
compared with the Target-Cluster Scene. Finally, to examine whether
misleading object information interacted with scene context to pro-
duce lower efficiency in search, the Sparse-Cluster Scene was com-
pared with the Empty Scene. Table 3 and Figure 9 summarize the
behavioral and eye movement measures across the four extrafoveal
scene conditions.

Behavioral Measures

Accuracy. Accuracy was calculated the same way as with the
previous experiments, with trials scored as correct if participants

1 According to the guideline set by Cohen (1998), the effect size of the
visual search measures in Experiment 2 were quite large between the Full
and Empty Scenes (d � 1), but quite small between the Empty and
Sparse-Cluster Scenes (d � .1). We hypothesized that the difference
between the Target-Cluster and the Empty condition would be slightly
larger than the Sparse-Cluster, but not as large as that between the Full and
Empty condition. Thus, we performed an a priori power analysis to
estimate sample size based on a medium effect size (.3 to .5). This led to
an estimated sample size of 66 to 176 participants. We elected to run 60
participants based on the lower end of this estimate and due to counter-
balancing constraints. Having such a large sample size for an eye tracking
study is unusual, but the factors we were looking at required more power
to detect a difference, if one existed.

Figure 8. Example extrafoveal scene conditions for Experiment 3. The
foveal scene was shown inside the gaze-contingent moving-window, and
the extrafoveal scene was shown outside. For illustrative purposes, the
target is highlighted in blue in the original search scene (a), and the
moving-window is highlighted in red in the extrafoveal scenes: (b) Full
Scene, (c) Target-Cluster Scene, (d) Sparse-Cluster Scene, and (e) Empty
Scene.

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

2066 PEREIRA AND CASTELHANO



fixated on the target within three fixations of the button press. The
average accuracy rate was 92% and did not significantly differ
across extrafoveal scene condition, ps � .02, ds � 0.42. RT
andeye movement measures included only correct trials. Table 3
summarizes these results across the four extrafoveal scene condi-
tions.

Reaction time. On average, RTs were approximately 5 s and
means are presented in Figure 9a. Search times were faster in the
Full Scene compared to both the Sparse-Cluster Scene,
t(59) � 	5.30, p � .001, d � 0.89 and Empty Scene condition,
t(59) � 	5.98, p � .001, d � 1.01. There were no differences
found between the Full Scene and Target-Cluster Scene condi-

Table 3
Mean Accuracy and Target Verification Measures as a Function of Extrafoveal Scene Condition in Experiment 3

Full Scene Target-Cluster Scene Sparse-Cluster Scene Empty Scene

M SD M SD M SD M SD

Behavioral measures
Accuracy (%) 93.6 6.6 90.6 7.7 91.4 7.7 90.2 9.1

Target verification measures
First fixation duration (ms) 237 27 242 34 234 30 233 35
First gaze duration (ms) 697 145 676 118 700 122 706 131
Total time on target (ms) 785 168 796 177 807 163 826 163
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tions, t(59) � 	2.14, p � .04, d � 0.40, nor between the Sparse-
Cluster Scene and Empty Scene conditions, t(59) � 	0.91, p �
.37, d � 0.18. There was also no significant difference between the
Target-Cluster Scene and Sparse-Cluster Scene conditions,
t(59) � 	2.65, p � .01, d � 0.51; however, the Target-Cluster
Scene was faster than the Empty Scene condition, t(59) � 	3.88,
p � .001, d � 0.65. Thus, providing target-related object content
information (Target-Cluster Scene) resulted in faster search times
than when only scene context was available (Empty Scene), and it
equalled the benefit of the information provided by the Full Scene
condition.

Eye Movement Measures: General

Average fixation duration. The distribution of fixation dura-
tion for each extrafoveal condition is displayed in Figure 10a and
means are presented in Figure 9b. There were no significant
differences between any extrafoveal conditions, ps � .07, ds �
0.17.

Average saccade length. The distribution of saccade lengths
for each extrafoveal condition is displayed in Figure 10b and
means are presented in Figure 9c. The pattern of average saccade
lengths across conditions were similar to those found in Experi-
ment 2. Saccade lengths in the Full Scene condition were signif-
icantly longer than in all of the other conditions (Target-Cluster
Scene, t(59) � 12.33, p � .001, d � 1.31, Sparse-Cluster Scene,
t(59) � 11.91, p � .001, d � 1.27, and Empty Scene conditions,
t(59) � 16.16, p � .001, d � 2.07). In turn, the Empty Scene
condition had significantly shorter saccades than the Target-
Cluster Scene, t(59) � 8.12, p � .001, d � 0.86, and Sparse-
Cluster Scene conditions, t(59) � 8.39, p � .001, d � 0.80.
However, there was no significant difference found between the
Target-Cluster Scene and Sparse-Cluster Scene conditions, t(59) �
0.24, p � .81, d � 0.02.

Eye Movement Measures: Visual Search

Target latency. Means are presented in Figure 9d. The Full
Scene condition had a shorter target latency than all other extra-
foveal conditions: Target-Cluster Scene, t(59) � 	3.05, p � .003,
d � 0.53, Sparse-Cluster Scene, t(59) � 	6.73, p � .001, d �
1.05, and Empty Scene conditions, t(59) � 	6.39, p � .001, d �

1.11. We found no differences between the Sparse-Cluster Scene
and the Target-Cluster Scene conditions, t(59) � 	2.44, p � .02,
d � 0.45, nor between the Sparse-Cluster Scene and Empty Scene
conditions, t(59) � 	0.95, p � .34, d � 0.17. However, impor-
tantly, the Target-Cluster Scene latency was significantly shorter
than the Empty Scene condition, t(59) � 	3.37, p � .001, d �
0.57.

Number of fixations to target. Means are presented in Fig-
ure 9e. Participants made fewer fixations in the Target-Cluster
Scene than the Empty Scene condition, t(59) � 	4.56, p �
.001, d � 0.82, and fewer fixations in the Full Scene than the
Sparse-Cluster Scene condition, t(59) � 	5.73, p � .001, d �
0.98. There were no differences between the Full Scene and
Target-Cluster Scene conditions, t(59) � 	2.61, p � .01, d �
0.46, nor between the Sparse-Cluster and Empty Scene condi-
tions, t(59) � 	2.37, p � .02, d � 0.41. In addition, there was
no significant difference found between the Target-Cluster and
Sparse-Cluster Scene conditions, t(59) � 	2.57, p � .01, d �
0.47. As such, participants had a similar number of fixations to
the target with beneficial object information (Target-Cluster
Scene) as with the entire scene (Full Scene), and a similar
number of fixations with misleading object information
(Sparse-Cluster Scenes) as with only scene context information
(Empty Scene). This suggests that misleading object informa-
tion resulted in less effective search and having some beneficial
object information led to more efficient guidance toward the
target, more so than when scene context information alone was
available in the periphery.

Eye Movement Measures: Target Verification

First fixation duration. Means are presented in Table 3. No
significant differences were found between the extrafoveal condi-
tions, ps � .02, ds � 0.27.

First gaze duration. Means are presented in Table 3. There
were no significant differences found across extrafoveal condi-
tions, ps � .04, ds � 0.24.

Total time on target. Means are presented in Table 3. No
significant differences were found across extrafoveal conditions,
ps � .02, ds � 0.25.
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scene condition in Experiment 3.
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Discussion

Similar to Experiment 2, we found no differences in average
fixation duration across the extrafoveal conditions and as more
information was available in the periphery, participants tended to
make longer saccades. However, there were no differences in
average saccade length based on whether misleading or beneficial
object information was present in the periphery. This pattern seems
intuitive as the Target-Cluster and Sparse-Cluster Scene conditions
would be the most similar to one another in terms of information
density (as compared to other extrafoveal conditions). Similarly to
the previous two experiments, no differences were found across
any of the target verification measures, suggesting that extrafoveal
information was not beneficial to processing the target after it had
already been located.

Experiment 3 further investigated the role of object information
in guiding eye movements by showing that object content influ-
ences gaze above and beyond scene context information. The
difference between the Target-Cluster and Empty Scene conditions
in the number of fixations to the target showed more effective
fixation placement when target-relevant information was available,
and demonstrated that object information does guide fixation
placement during visual search. Furthermore, the presence of this
target-relevant object information also resulted in shorter target
latency when compared to the Empty Scene condition, suggesting
that guidance by object information can be used to improve search
performance. These results suggest that although scene context
information plays a central and beneficial role in directing eye
movements, object content can provide more refined guidance
when available in the periphery.

General Discussion

In the present study, we examined how eye movements were
guided by information in the periphery and the degree to which
search strategies were modulated by two key sources of peripheral
information: scene context and object content. In Experiment 1, we
directly compared scene context and object content information by
having each type of information presented in the periphery alone.
When compared to the Full Scene and No Scene control, we found
that search performance (as reflected in behavioral and eye move-
ment measures) was superior for contextual information than ob-
ject information. The eye movement patterns also provided support
for an interaction between the two sources, as some additional
search benefit was attained from object information when scene
context information was available.

In Experiment 2, we attempted to determine how scene context
and object information interacted by manipulating object place-
ment in the periphery. Our findings demonstrated that adding
information about object content that was not beneficial to search
led to less effective search strategies than having either the entire
scene with objects available or scene context information alone.
These results lend further support to the notion that object infor-
mation also plays a significant role in guidance.

In Experiment 3, we further investigated this interaction by
altering object information to either be beneficial or disadvanta-
geous to search performance. Object clusters were placed in the
scene so that they either overlapped with the target region (Target-
Cluster condition) or did not overlap (Sparse-Cluster condition).

Consistent with Experiment 2, we found that object information
did affect performance as reflected in the eye movement measures.
Search performance was more efficient when objects overlapped
with the target region in the periphery. As well, across all exper-
iments, extrafoveal information did not appear to affect how long
it took to process and verify the target object once it had been
fixated. Taken as a whole, this study suggests that scene context
plays a substantial role in guiding search toward probable target
locations. However, when object information was available within
scene context, it guided eye movements to specific locations
within the relevant region. We believe these results are consistent
with previous research that posits that contextual information acts
as a framework in the selection of relevant regions (Neider &
Zelinsky, 2006; Pomplun et al., 2001; Torralba et al., 2006), but
the availability of object information affects which specific loca-
tions in those regions are selected for further scrutiny.

Much like previous moving-window studies, across all experi-
ments, we found that there was a relationship between the amount
of visual information available extrafoveally and the average sac-
cade length. We found that as the amount of visual information
increased (or as more potential targets were available), saccade
lengths also increased. This pattern is consistent with previous
studies that degraded extrafoveal information by either blurring
(Loschky & McConkie, 2002; Nuthmann, 2014) or adding visual
noise (Shioiri & Ikeda, 1989). These studies found that average
saccade length greatly decreased as the degradation of visual
information increased. Together, these studies show that regardless
of the type of manipulation used, the less available visual infor-
mation there is in extrafoveal regions, the less likely that those
regions will be targeted by fixations.

The Interplay of Scene Context and Object Content

Scene context information is known to have a strong effect on
search strategies by determining where fixations are placed
(Castelhano & Heaven, 2010; Neider & Zelinsky, 2006; Torralba
et al., 2006; Wolfe, Alvarez, Rosenholtz, Kuzmova, & Sherman,
2011; Zelinsky & Schmidt, 2009). Our findings add to previous
research in the visual search literature on the effects of peripherally
available contextual information, and more importantly, empha-
sizes the role of scene context as a primary framework in directing
attentional guidance (Neider & Zelinsky, 2006; Pomplun et al.,
2001; Torralba et al., 2006).

One interesting question that arises from the current study is
what would occur if we put target relevant information (i.e.,
objects that overlap in target features) outside the expected scene
context region? We know from previous studies that target feature
information attracts fixations as it very likely corresponds to a high
target-likelihood (Eckstein et al., 2001; Pomplun et al., 2001).
However, we also know from past research that target objects that
are misplaced in a scene or placed in an incompatible scene
context take much longer to find and process (Davenport & Potter,
2004; Malcolm & Henderson, 2010). Additionally, in a recent
study, Castelhano and Heaven (2011) found that even when scene
context information is incompatible with a target object, partici-
pants still tend to look for targets in places that are equivalent to its
likely placement within its normally compatible scene. For in-
stance, participants searching for an open cookbook in a bathroom
would look on the bathroom counter, akin to its expected place-
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ment in a kitchen (i.e., counter). These results suggest that we are
strongly biased toward using scene context information. In a more
recent study, Spotorno et al. (2014) manipulated the quality of the
target template (picture vs. word) and the placement of the target
object (expected vs. unexpected). Interestingly, when the target
template was highly specified (picture), then the placement of the
target within the scene had less of a detrimental effect on search
than if the target was specified as a word. Taken together, these
studies suggest that while we are strongly biased toward using
scene context information, object features may also play a signif-
icant role in guiding search in scenes.

Set Size and Visual Search in Scenes

Although we did not explicitly manipulate it, the results of the
present study also show an interesting effect of set size within
scenes. Strangely, we found that across a number of eye movement
measures within all three experiments, search performance in the
Full Scene condition was better than conditions in which fewer
objects in the scene were present (e.g., Sparse-Cluster). Past stud-
ies examining set size in search arrays have repeatedly shown that
increasing set size will proportionally increase search time (Enns,
1990; Treisman, 1993). However, compared to traditional search
arrays, object counts in scenes seem to operate with different
constraints. Instead, search performance seems to be based on a
subset of the available object information (Bravo & Farid, 2004;
Henderson, Chanceaux, & Smith, 2009; Rosenholtz, Li, & Na-
kano, 2007; Wolfe et al., 2011). For instance, Wolfe and col-
leagues (2011) found that scenes produced more efficient searches
than expected when search efficiency slopes (denoting ms/item)
were examined. These findings are consistent with the notion that
scene context aids search by greatly reducing the effective atten-
tional set of the search space (Torralba et al., 2006; Wolfe et al.,
2011). However, this does not fully explain the patterns found
here. In the current study, we believe that the Full Scene may be
more advantageous than the other conditions in Experiments 1 and
2 because both scene context information and object information
at the target region was available. This is supported by the results
in Experiment 3, where the Full Scene differed in its visual search
measure from the Empty and Sparse-Cluster Scene conditions, but
did not differ from the Target-Cluster Scene condition, presumably
because the latter condition also provides the same target location
information.

Guidance From High and Low Spatial
Frequency Information

As stated in the introduction, many studies have looked at the
influence of peripheral information on fixation placement by fil-
tering out different spatial frequency bands from an image. From
these studies, researchers have theorized that high spatial fre-
quency information is associated with objects within scenes and
low spatial frequency information is associated with global scene
characteristics. Many researchers have posited that fixation place-
ment is mostly influenced by low spatial frequency information
because of the decreased perceptual acuity in the periphery
(Groner & Groner, 1996; Groner, Groner, & von Mühlenen, 2008;
Shioiri & Ikeda, 1989). For example, in a picture naming task,
Groner et al. (2008) found that saccade lengths were similar

between undegraded and low frequency images, but much shorter
with high spatial frequency images. The authors thus concluded
that fixation placement was based upon low frequency informa-
tion. However, other researchers have shown that task constraints
seem to have an influence on the type of information used for eye
movement guidance. For instance, using a gaze-contingent
moving-window paradigm, Wampers and van Diepen (1999) dem-
onstrated that high-spatial frequency information in the periphery
is preferentially selected over coarse, low frequency information
during visual search tasks. In the present study, we manipulated
high-level information directly and did not use filtered images; yet,
we found a similar pattern of results as van Diepen et al. (1995),
in that fixations were directed to object clusters. Further, we found
that these object clusters seem to be selected according to their
placement within the scene. Thus, although we did not use the
same technique to examine the role of peripheral information, the
data falls in line with that reported in previous studies.

Salience and Search Guidance

The notion that salient features attract attention in the periphery
likely plays a role in the current study, though it was not a factor
that was directly manipulated. Computational models of visual
saliency define likely fixation points by highlighting areas that
differ greatly from surrounding regions (Bruce & Tsotsos, 2009;
Itti & Koch, 2000; Itti, Koch, & Niebur, 1998; Koch & Ullman,
1985). As such, regions that are uniform are considered uninfor-
mative, whereas those that are different from neighboring regions
are considered highly informative. Many behavioral studies have
also shown that peripherally “informative” regions are likely to
predict where fixations occur (Mackworth & Morandi, 1967; Re-
inagel & Zador, 1999). For instance, Reinagel and Zador (1999)
found that regions that correlate with high spatial contrast (as
found in object content) tend to capture interest. Thus, information
that is highly associated with object content seems to be a main
driving force in guiding eye movements. In the present study, the
placement of high density information was manipulated by using
object clusters. In both Experiment 2 and 3, we found that the
placement of this information affected fixation placement and
search efficiency. In the case of a search task, this finding is
intuitive, as the primary goal is linked to being able to select these
basic features for further scrutiny. Although highly ecological, it is
not clear if visual search tasks bias fixations to object clusters, and
whether the same findings would be expected if a different task
were used.

Conclusion

In summary, the present study provides evidence that search
strategies and eye movement guidance is modulated by an inter-
action between the information obtained from scene context and
from object information. We found that although both have an
effect, they do so to different extents: scene context acts as a
framework for guiding eye movements to generally relevant re-
gions, while object content provides information about specific
areas to be targeted. Thus, our findings suggest that when discuss-
ing influential factors on processing of information in the periph-
ery, it is important to consider the level of information being
investigated.
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